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Abstract—Over-the-air computation (AirComp), as an effective method to wireless data aggregation, has attracted much attention recently. It helps to improve network efficiency and scalability by integrating communication and computation in the air. In AirComp, both signal magnitude misalignment and noise lead to computation error. In the single antenna case, by allowing misalignment in signal magnitude, a good tradeoff can be achieved between signal distortion and noise power, which leads to a minimal error. In the multi-antenna case, usually the zero-forcing policy is used to enforce signal magnitude alignment (no distortion), which, however, increases noise and affects the overall computation error. To better exploit multiple antennas at the sink, in this paper, we propose a misalignment allowed optimization (Miso) method for AirComp. Specifically, a group of nodes whose signals may be misaligned are dynamically selected, and other signals are aligned to a higher level with higher quality. On this basis, the optimization of multi-antenna AirComp is converted to a difference of convex problem and is solved iteratively. Simulations confirm that the proposed method greatly reduces computation error and scales better with the number of nodes, compared with previous methods.
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I. INTRODUCTION

Billions of sensors will be deployed and connected to the Internet by low power wide area (LPWA) technologies such as NB-IoT and LoRa [1] in the forthcoming smart society, where wireless data aggregation (WDA) will play an important role. In IoT networks, a sink node (access point or base station) collects data from its associated sensor nodes, and either processes the data locally or sends the data to the cloud. This, however, faces the scalability issue because separately collecting data from each sensor node is inefficient in wireless resource.

Over-the-air computation (AirComp), as an effective method to WDA, has attracted much attention recently. It helps to improve network efficiency and scalability by integrating communication and computation in the air. It was first put forward in [2], which integrates the data collection and fusion in the digital domain using structured codes. Later, AirComp in the analog domain using uncoded transmissions were studied in [3], [4]. All nodes, synchronized with the sink, transmit their signals simultaneously, which are added together in the air by exploiting the superposition property of wireless communication. Although analog communication seems to be error prone, actually it can achieve much smaller computation error than its digital counterpart when using the same amount of resources [5].

In its simplest form, AirComp only supports the sum operation, which corresponds to the signal superposition. It can be extended to support any kind of nomographic functions, such as geometric mean, weighted average, variance, et al. [6], [7], [8] by proper pre-processing and post-processing operations. Besides well-defined functions, exploiting deep neural network in the pre-processing and post-processing helps to approximate unknown functions via deep models learned from real data [9]. Except for sensor networks, AirComp has other applications, including distributed consensus [10], distributed spectrum sensing [11], and federated learning [12], [13], [14], [15].

To ensure unbiased estimations via AirComp, it is expected that all signals arrive at the sink, aligned in signal magnitude. This is usually achieved by pre-equalizing the channel via transmission power control. However, it cannot well deal with nodes in deep fading. In the single antenna case, by allowing misalignment in signal magnitude, a good tradeoff is achieved between signal distortion and noise, which leads to a minimal computation error [16], [17]. In the multi-antenna case, zero-forcing is still used to ensure signal magnitude alignment, with a sub-optimal performance.

In this paper, we propose a misalignment allowed optimization (Miso) method for the general AirComp in the multi-antenna case, to reduce the overall computation error of signals from all nodes. To the best of our knowledge, this is the first work in this field. Instead of making all signals aligned in magnitude, a group of nodes whose signal magnitude may be misaligned are dynamically selected, which enables to align signals from other nodes to a larger signal magnitude and improves signal quality at the sink. Thus, the computation mean squared error (MSE), taking into account both signal
misalignment and noise, is minimized. The main contribution of this paper is three-fold, as follows:

- By explicitly selecting a set of nodes whose signal magnitude may be misaligned, the problem of minimizing computation MSE is reformulated, and approximated as a difference of convex problem.
- A low complexity, iterative algorithm is proposed for solving the problem, by using the matrix lifting technique.
- The set of nodes whose signal magnitude may be misaligned is dynamically updated based on channel state information and is jointly optimized with the antenna control.

Numerical analysis and Monte Carlo simulations confirm that the proposed method greatly reduces the computation MSE compared with state-of-the-art methods.

The rest of this paper is organized as follows: Sec. II reviews related work on improving the reliability of AirComp. Sec. III explains the system model of AirComp with multiple antennas at the sink. Then, Sec. IV proposes the misalignment allowed optimization method and its iterative solution. Sec. V presents the results achieved by Monte Carlo simulation, illustrating the impact of the number of antennas at the sink and the number of nodes in the network. Finally, Sec. VI concludes this paper.

II. RELATED WORK

Noise in the wireless channels introduces computation error in AirComp and channel fading affects the alignment of signal magnitude. Here, we review previous efforts on dealing with the channel fading and noise in the wireless channels for AirComp and improving the reliability of AirComp.

A. Power Control

Power control is a straightforward method to reduce the computation MSE, using a large transmission power when the channel condition is poor, so that after pre-equalization, the equivalent channel gain is the same for each signal. Because of signal magnitude alignment, the transmission power on each link also depends on the status of other links. In the single-antenna scenario, this typically adopts the channel inversion policy [16], [17] unless the maximal transmission power is reached.

Reducing computation error usually is achieved at the cost of increased transmission power. Because it is difficult to replace the battery of sensor nodes deployed in wild environments, it is necessary to suppress the transmission power. The sum power constraint is considered in [18]. Wireless power transfer is also studied for AirComp [19], [20]. In the downlink, the sink delivers energy to nodes, and later in the uplink, nodes with enough power transmit their signals to the sink.

B. Time/Frequency/Path Diversity

An effective method to channel fading is diversity. Time diversity is exploited in [21], by extending AirComp to multiple slots. Each node can delay its transmission until its channel gain gets above a pre-defined threshold. The selection of transmission slot effectively improves channel gain, and the extra noise due to multiple slots is considered in the optimization.

A counterpart in frequency domain is suggested in [22]. With $M$ channels available, each node selects a subset of the channels and broadcasts its signal over these channels under a certain power constraint, which helps to mitigate the impact of channel fading.

Path diversity, via amplify-and-forward based relay, is exploited in [23], using one relay to help multiple nodes. As a result, relay transmission power increases with the number of nodes using the relay. By controlling the number of nodes exploiting the relay, and coherently combining direct signals and forwarded signals, relay transmission power is suppressed while computation error is reduced. In addition, the tradeoff between computation error and transmission power is studied. Considering the constraint of relay transmission power, how to schedule nodes to use the relay is further studied in [24].

IRS (intelligent reflecting surface)-aided AirComp introduces controllable reflection paths via which signal phase is purposely adjusted [20], [25], [26]. In this way, reflected signals via multiple reflecting elements, after phase adjustment, can be coherently combined at the sink. Because signals are not amplified at the reflecting surface, there is no extra power consumption. On the other hand, the reflected signal usually is very weak, and it requires many reflecting elements to make the overall signal strength large enough.

C. Multiple Antennas

Using multiple antennas at the sink is another effective method to improve the performance of AirComp. But it also increases the technical difficulty. With multiple antennas at the sink, the computation MSE is not tractable any more, and it is difficult to consider signal misalignment. Therefore, usually zero-forcing is adopted to enforce magnitude alignment of all signals [19], [27], [28], [29], as a counterpart of channel inversion in the single antenna case. This removes the signal distortion, but increases noise power. As a result, its reduction of computation MSE is limited, especially when a link in deep fading affects the performance of the whole system.

The coverage of a single sink is limited. For a large-scale deployment, AirComp is extended to multiple cells in [30], [31]. This is somewhat similar to use a distributed antenna array, but potential interference needs to be taken into account.

D. CSI Detection

Accurate CSI (channel state information) usually is a necessity of AirComp. In a fast fading environment, however, the CSI detection itself becomes a challenging problem. Using the statistics of CSI instead of their instantaneous values and letting each node decide its transmission based on its own CSI, the distributed scheduling in [21] avoids the feedback of instantaneous CSI from each node to the sink.

In the application of AirComp to mobile environment, e.g., UAV (unmanned aerial vehicle) based data collection, high mobility makes it impractical to detect CSI per node and feed back to the sink. Alternatively, AirComp is exploited in
the CSI estimation. The whole process involves two stages. In the first stage, AirComp is used to estimate CSI, and in the second stage, it is used to perform the actual data collection/computation [32], [33]. Recently, researchers also tried to exploit blind AirComp without requiring CSI access [34].

E. Spatial Correlation

Usually, it is assumed that signals from all sensors are independent without correlation, which facilitates the analysis. But actually signals about the same event captured by adjacent sensors may be correlated. Researchers start to study signal correlation in [35], [36], but the analysis becomes more complex and it requires to know the channel correlation information. By exploiting the spatial correlation, it is possible to use signals from only part of nodes to get the correct sensing result, via spatial sampling [37]. This helps to reduce energy consumption in densely deployed networks.

F. Motivation of This Work

Computation error greatly affects the performance of AirComp. It is known that aligning the magnitude of all signals is not optimal, and misalignment in signal magnitude needs to be considered to minimize the overall computation MSE, allowing a small error in signal magnitude to largely reduce noise power. This is already achieved in the single antenna case [16], [17]. In some applications of AirComp, e.g., federated learning, signal misalignment is considered explicitly in the application itself [38].

Taking signal misalignment into account in the optimization remains a challenge for multi-antenna AirComp. Previous work [19], [27], [28], [29] still requires that all signals be aligned in magnitude. As a result, the weakest link is the bottleneck and the reduction of computation error is limited [16]. In general IoT tasks, usually it is required to collect data from all nodes, and it is expected to exploit multiple antennas at the sink instead of selecting one antenna [16]. To this end, this paper reduces the computation MSE, using multiple antennas at the sink simultaneously and considering signal magnitude misalignment in the optimization. On the one hand, the proposed method can be regarded as an extension of previous work [27], to better reduce the overall MSE by allowing signal distortion in the multi-antenna setting. On the other hand, it can be regarded as an extension of the work in [16], from single antenna to multiple antennas, to better exploit antennas at the sink.

This problem is not directly solvable. Therefore, we approximate the problem to a tractable one, and solve it by iteration. In the approximation, we need to know which signals are allowed to be distorted. Then, we minimize the overall MSE, on the one hand, by adjusting the Rx-scaling parameter, and on the other hand, by adjusting the set of signals that can be distorted. Because matrix lifting is used, we cannot directly get the optimal solution, and need to take Gaussian randomization to probe. In the optimization, it is ensured that the signals that cannot be distorted will be aligned, but for signals that can be distorted, in the probing stage, there is a chance that some of these signals will be aligned, which helps to reduce the overall MSE.

III. SYSTEM MODEL

This paper considers a sensor network with \( K \) nodes and a sink, as shown in Fig. 1. Each node has a single antenna while the sink has \( N \) antennas. The sink tries to compute the sum of signals received from all nodes. The sink broadcasts a beacon signal to all nodes to initiate an over-the-air computation. Under this trigger, all nodes transmit their signals in the analog wave simultaneously. These signals are superimposed at the sink, generating the sum. This can be easily extended to support other nomographic functions by proper pre-processing and post-processing [7], [8], [9].

In the following analysis, \( \mathbb{C} \) denotes the set of complex numbers, and \( \mathbb{C}^N \) represents the set of column vectors with \( N \) complex numbers. Bold font is used for a vector or a matrix. \( ||x|| \) is the norm of a vector \( x \), \( x^H \) denotes the conjugate transpose of a vector or a matrix \( x \). For a matrix \( x \), \( \text{Tr}(x) \) and \( \text{rank}(x) \) represent its trace and rank, respectively. \( \mathbb{E} \{ \cdot \} \) is an operator of expectation. \( |\mathbb{S}| \) is the number of elements in the set \( \mathbb{S} \).

A. Basic Model

To deal with the difference in channel gains caused by different propagation distances and channel fading, the pre-processed signal at the \( k_{th} \) node, \( x_k \in \mathbb{C} \), with zero mean and unit variance (\( \mathbb{E}(|x_k|^2) = 1, |x_k| \leq \nu \)), is amplified by its Tx-scaling factor \( b_k \in \mathbb{C} \) and sent to the sink. All the transmissions are synchronized so that all signals arrive at the sink at the same time. It is assumed that all signals are non-correlated. Then, the received signal at the sink is

\[
y = \sum_{k=1}^{K} h_k b_k x_k + n,
\]

where \( h_k \in \mathbb{C}^N \) is the channel coefficient between node \( k \) and the sink, and \( n \in \mathbb{C}^N, n \sim \mathcal{CN}(0, \sigma^2 I) \), is the additive white Gaussian noise (AWGN). The channel in the sensor network is relatively stationary, so the sink can measure the channel coefficient \( h_k \) to each node \( k \) at a long interval by using a pilot signal, and notify node \( k \) of the Tx-scaling factor \( b_k \).

The sink applies a Rx-scaling vector \( a \in \mathbb{C}^N \) to the received signal to get the computation result as
In other words, \( \| \mathbf{h}_k \| \) is used to denote the channel coefficient, and signal magnitude further depends on \( \mathbf{a} \) and \( b_k \). To avoid the impact of transmission power, \( \mathbf{a}^H \mathbf{h}_k \) is used as a criterion to divide nodes into two groups (\( k \in \mathcal{S} \) and \( k \notin \mathcal{S} \)). Here, nodes are sorted in the ascending order of \( |\mathbf{a}^H \mathbf{h}_k| \), and top \( i \) nodes are selected to form the set \( \mathcal{S}_i \). By further changing the value of \( i \), the minimal MSE can be found accordingly.

\[
\min_{\mathcal{S}_i} \text{MSE}(\mathcal{S}_i). \tag{5}
\]

### B. Considering Signal Misalignment

A transmission power control policy similar to channel inversion is used, and transmission power at node \( k \) is computed as

\[
b_k = \begin{cases} 
\frac{\mathbf{a}^H \mathbf{h}_k}{\sqrt{\max(|\mathbf{a}^H \mathbf{h}_k|)^2}}, & |\mathbf{a}^H \mathbf{h}_k| \leq P_{\text{max}}, \\
\frac{1}{|\mathbf{a}^H \mathbf{h}_k|}, & |\mathbf{a}^H \mathbf{h}_k| > P_{\text{max}}.
\end{cases} \tag{6}
\]

For a signal from a node \( k \notin \mathcal{S}_i \), to arrive at the sink aligned in signal magnitude, it is expected that \( b_k = 1/(\mathbf{a}^H \mathbf{h}_k) \) will be used and satisfies \( |b_k|^2 = 1/|\mathbf{a}^H \mathbf{h}_k|^2 \leq P_{\text{max}} \). On the other hand, for a signal from a node \( k \in \mathcal{S}_i \), even with the maximal transmission power and proper phase control \( (b_k = \sqrt{P_{\text{max}}(\mathbf{a}^H \mathbf{h}_k)^2}/|\mathbf{a}^H \mathbf{h}_k|) \), power. Finding the optimal \( \mathbf{a} \) requires a tradeoff between signal misalignment and noise power. The optimal solution is given for the single antenna case (\( N = 1 \)) [16], [17]. But for the multi-antenna case, there is no complete solution, and the selection of a single antenna is suggested instead [16]. Although it outperforms the 1st policy in some cases, the performance is still limited.

This paper extends the 2nd policy to the multi-antenna case, using all antennas simultaneously instead of antenna selection, and considers the misalignment of signal magnitude in the optimization, so as to fully exploit multiple antennas at the sink.

## IV. MISALIGNMENT-ALLOWED OPTIMIZATION FOR MULTI-ANTENNA AIRCOMP

Here, we present the proposed method, misalignment-allowed optimization (Miso) for AirComp in the multi-antenna scenario, and analyze how to approximate the problem to a tractable one. Then, on this basis, we present an iterative solution.

### A. Specifying a Set of Misaligned Signals

In the proposed model, misalignment in signal magnitude is allowed for some nodes. To facilitate the analysis, nodes are explicitly divided into two groups. \( \mathcal{S} \) is used to denote the group of nodes whose signal magnitudes are allowed to be misaligned.

In the single antenna case, nodes are sorted in the ascending order of channel gain, and a critical number, \( i^* \), is defined in [16]. Then, the signal from a node whose index is below \( i^* \) is misaligned in signal magnitude even when the maximal transmission power is used.

In the proposed model, channel coefficient \( \mathbf{h}_k \) is a complex vector, and signal magnitude further depends on \( \mathbf{a} \) and \( b_k \). To avoid the impact of transmission power, \( \mathbf{a}^H \mathbf{h}_k \) is used as a criterion to divide nodes into two groups (\( k \in \mathcal{S} \) and \( k \notin \mathcal{S} \)). Here, nodes are sorted in the ascending order of \( |\mathbf{a}^H \mathbf{h}_k| \), and top \( i \) nodes are selected to form the set \( \mathcal{S}_i \). By further changing the value of \( i \), the minimal MSE can be found accordingly.
\( a^H h_k b_k \) will be less than 1, which leads to misalignment in signal magnitude.

Because \( b_k \) computed by (6) ensures \(|1 - a^H h_k b_k|^2 = 0\) for \( k \notin S_i \), minimizing MSE in (3) becomes

\[
\mathcal{P}_2: \min_{a, b_k, S_i} \sum_{k \in S_i} \left| 1 - a^H h_k b_k \right|^2 + \sigma^2 \|a\|^2, \quad (7a)
\]

s.t. \(|a^H h_k|^2 \leq \frac{P_{\text{max}}}{1 + \sigma^2}, \quad k \in S_i, \quad (7b)\]

\(|a^H h_k|^2 \geq \frac{1}{P_{\text{max}}}, \quad k \notin S_i, \quad (7c)\]

\(|b_k|^2 \leq P_{\text{max}}. \quad (7d)\]

C. Problem Approximation

When \( k \in S_i \), \( a^H h_k b_k \) equals to \(|a^H h_k|\sqrt{P_{\text{max}}} \) by using the maximal transmission power with a proper phase in (6) to reduce signal misalignment, and is less than 1. Then, MSE in (7a) becomes

\[
\sum_{k \in S_i} \left( 1 - |a^H h_k\sqrt{P_{\text{max}}} | \right)^2 + \sigma^2 \|a\|^2. \quad (8)
\]

Under the constraint in (7b,7c), the number of variables is reduced, because now \( b_k \) is removed. But this is still not directly solvable.

Note that \(|a^H h_k\sqrt{P_{\text{max}}} |\) is less than 1, but approaches 1 to reduce the MSE error. Then, \(|a^H h_k\sqrt{P_{\text{max}}} |\) can be approximated by \(|a^H h_k\sqrt{P_{\text{max}}} |^2\), and

\[
\left( 1 - |a^H h_k\sqrt{P_{\text{max}}} | \right)^2 \approx 1 - 2|a^H h_k\sqrt{P_{\text{max}}} |^2 + |a^H h_k\sqrt{P_{\text{max}}} |^2 = 1 - \frac{\sqrt{P_{\text{max}}} }{P_{\text{max}}} |a^H h_k|^2. \quad (9)
\]

Therefore, the problem \( \mathcal{P}_2 \) can be approximated as

\[
\mathcal{P}_3: \min_{a, S_i} \sigma^2 \|a\|^2 + |S_i| - P_{\text{max}} \sum_{k \in S_i} |a^H h_k|^2, \quad (10a)
\]

s.t. (7b), (7c).

With more than 2 antennas, there is no simple optimal solution. At a fixed \( S_i \), \( a \) can be computed by minimizing the approximate metric. When jointly optimizing both \( a \) and \( S_i \) in (10a), it tends to select a small \(|S_i| \). Therefore, in the late computation, the approximate metric is used for computing \( a \), while the actual MSE is used to find \( S_i \).

D. Solving the problem by the DC approach

(10a) is a nonconvex QCQP (quadratically constrained quadratic program) problem [39], or more strictly, a difference of convex problem, which can be solved by using the semidefinite relaxation (SDR) technique [40].

Define \( \mathbf{A} \triangleq a a^H \) as a rank one semidefinite Hermitian matrix and \( H_k \triangleq h_k h_k^H \). Then, \(|a|^2 = a^H a = \text{Tr}(aa^H) = \text{Tr}(\mathbf{A})\), and \(|a^H h_k|^2 = h_k^H a a^H h_k = \text{Tr}(aa^H h_k h_k^H) = \text{Tr}(\mathbf{A} H_k)\).

Then, the difference of convex problem in (10a) is reformulated as a rank-one matrix optimization problem.

\[
\mathcal{P}_4: \min_{\mathbf{A}, S_i} \sigma^2 \text{Tr}(\mathbf{A}) + |S_i| - P_{\text{max}} \sum_{k \in S_i} \text{Tr}(\mathbf{A} H_k), \quad (11a)
\]

s.t. \( \text{Tr}(\mathbf{A} H_k) \leq \frac{1}{P_{\text{max}}}, k \in S_i, \quad (11b)\]

\( \text{Tr}(\mathbf{A} H_k) \geq \frac{1}{P_{\text{max}}}, k \notin S_i, \quad (11c)\]

\( \mathbf{A} \succeq 0, \text{rank}(\mathbf{A}) = 1. \quad (11d)\]

Generally it is difficult to satisfy the constraint \( \text{rank}(\mathbf{A}) = 1 \). It is proven in [14] that for a semidefinite matrix \( \mathbf{A} \) with \( \text{Tr}(\mathbf{A}) \geq 1, \text{rank}(\mathbf{A}) = 1 \) is equivalent to \( \|\mathbf{A}\|_2 = 1 \). Here, \( \text{Tr}(\mathbf{A}) = \sum_i \sigma_i(\mathbf{A}) \) and the spectral norm \( \|\mathbf{A}\|_2 = \sigma_1(\mathbf{A}) \), where \( \sigma_i(\mathbf{A}) \) denotes the \( i^{th} \) largest singular value of matrix \( \mathbf{A} \). \( \text{Tr}(\mathbf{A}) - \sigma_1(\mathbf{A}) \geq 0 \) and the equality holds only if \( \text{Tr}(\mathbf{A}) - \|\mathbf{A}\|_2 = 0 \). Then, the problem becomes

\[
\mathcal{P}_5: \min_{\mathbf{A}, S_i} \sigma^2 \text{Tr}(\mathbf{A}) + \rho \cdot (\text{Tr}(\mathbf{A}) - \|\mathbf{A}\|_2) + |S_i| - P_{\text{max}} \sum_{k \in S_i} \text{Tr}(\mathbf{A} H_k), \quad (12a)
\]

s.t. \( \mathbf{A} \succeq 0, \quad \|\mathbf{A}\|_2 = 0. \quad (11b), (11c), \)

where \( \rho \) is a positive parameter. This problem can be solved in an iterative way by exploiting CVX, a Matlab package for specifying and solving convex programs [41], [42]. At the \( t^{th} \) step, \( \text{Tr}(\mathbf{A}) - \|\mathbf{A}\|_2 \) is equivalent to \( < A, I - \partial \|\mathbf{A}\|_2 > \), an inner product between \( A \) and \( I - \partial \|\mathbf{A}\|_2 \), and \( \partial \|\mathbf{A}\|_2 \) is computed as \( v_1 v_1^H \) where \( v_1 \in \mathbb{C}^{n} \) is the eigenvector of \( \mathbf{A}^t \) corresponding to the singular value \( \sigma_1(\mathbf{A}^t) \).

The iterative solution of \( \mathbf{A} \) cannot guarantee \( \text{Tr}(\mathbf{A}) - \|\mathbf{A}\|_2 = 0 \). If \( \mathbf{A} \) is not rank one, usually Gaussian randomization [40] will be used to find the optimal \( a \). With \( a \) solved, \( b_k \) will be computed by (6).

In the proposed method, actually Gaussian randomization is always adopted, for the following two reasons. (i) Two constraints (7b-7c) are used for the optimization via CVX, and this is an approximate solution. By Gaussian randomization, we expect to relax the constraint (remove the constraint (7b)) and directly minimize the real MSE. (ii) The iterative optimization depends on the initialization, and Gaussian randomization helps to alleviate this impact.

E. Alternate optimization

The optimization of \( a \) depends on the setting of \( S_i \), which changes with \( a \). Therefore, this is solved by alternate optimization of \( a \) and \( S_i \).

The whole procedure is shown in Algorithm 1, which consists of two parts. The procedure CompOptParam iterates over all possible \(|S_i| \). The \( i^{th} \) step is realized by the procedure FindOptA, which finds the optimal \( a^t \) given a specific \(|S_i| \). In FindOptA, \( a^t \) and \( \alpha^t \) represent Rx-scaling factors before and after Gaussian randomization, respectively. \( a^t \) is initialized by random values (line 10). In the iteration, \( S_i \) is updated based
Algorithm 1: Find parameters for multi-antenna AirComp.

1: procedure COMPoPTPARAM($\{h_k\}$)
2:  for $i = 0, 1, 2, \cdots, K - 1$ do
3:      $|S_i| \leftarrow i$ $\triangleright$ Specify the size of $S_i$ (4, MSE) = FindOptA($\{h_k\}$, $|S_i|$)
4:  end for
5:  Find optimal solution, $a = \arg\min_a$ MSE$_i$
6:  return $a$
7: end procedure

9: procedure FINDOptA($\{h_k\}$, $|S_i|$)
10: Initialize $\hat{a}^t$, $A^0 = h^0 (\hat{a}^0)^H$, MSE$^0 \leftarrow \infty$
11: Compute $H_k = h_k h_k^H$ for each node $k$
12: for $t = 1, 2, \cdots$ do
13:    Sort nodes in the ascending order of $\| (\hat{a}^{t-1})^H h_k \|$
14:    Select top $|S_i|$ nodes as $S_i$
15:    Compute subgradient $\partial ||A^{t-1}||_2$
16:    Compute $A^t$ and MSE$^t$ by (12a) using CVX
17:    if $||MSE^t - MSE^{t-1}||_2/||MSE^t||_2 \leq \varepsilon_{th}$ then
18:      break $\triangleright$ Stop iteration
19:    end if
20:    Decompose $A^t$ as $U \Sigma U^H$
21:    Compute $\hat{a}^t = U_1 \sigma_1 (\Sigma^{1/2})$ $\triangleright$ Update $\hat{a}^t$
22: end for
23: Gaussian randomization
24: $a_j = U \Sigma^{1/2} n_j$, $n_j \in \mathcal{CN}(0, I)$, $j = 1, \ldots, L$
25: Normalize $a_j = \frac{a_j}{\sqrt{\sum a_j^2}}$ $\triangleright$ s.t. (7c)
26: for $j = 1, 2, \ldots, L$ do
27:    Compute $b_k$ by (6), $k = 1, \ldots, K$
28: end for
29: Find optimal parameter, $a = \arg\min_{a_j}$ MSE$_j (a_j)$
30: return $a$ and MSE($a$)
31: end procedure

on $|(\hat{a}^{t-1})^H h_k |$ (line 13-14). Then, with $S_i$, the optimal $\hat{a}^t$ is found by the solution of $A^t$ (line 15-16) via CVX and the decomposition of $A^t = \hat{a}^t (\hat{a}^t)^H$ (line 20-21). After the convergence, Gaussian randomization (line 23-29) is performed. Specifically, candidate $a_j$ is normalized to meet the constraint in (7c) (line 24), and the actual MSE (line 27) is computed, based on which the optimal solution $a$ is found (line 29).

Finding the optimal parameter $a$ depends on properly setting $S_i$, a set of misaligned signals. It is non-trivial to decide $S_i$. Therefore, two loops are used in Algorithm 1, finding an optimal parameter $\hat{a}^t$ for each $|S_i|$. In this way, the computation time increases with the number of nodes.

1) Numerical results: With the same setting as in the first paragraph of Sec. V, we investigate the impact of the number of misaligned signals, using the network shown in Fig. 9.

Fig. 3 shows the computation MSE with respect to the value of $|S_i|$, under different numbers of antennas at the sink. Generally, more antennas lead to smaller MSE. With the number of antennas fixed, MSE does not monotonically increase or decrease with $|S_i|$. Too large or too small $|S_i|$ leads to large MSE, and the exhaustive search is necessary to find the optimal value of $|S_i|$.

Fig. 4 shows an iterative process corresponding to $|S_i| = 5$ (the number of antennas is 8) in Fig. 3. The variations in Sig MSE (corresponding to the distortion due to misalignment in signal magnitude) and Noise MSE (noise power) reflect the tradeoff between them. As the iteration goes, the approximate MSE in (12a) converges, so does the overall MSE in (3), but the latter shows larger variation before the convergence. The set of misaligned signals changes, and #SigVar shows the number of different signals in $S_i$ between adjacent iterations. When MSE converges, the set of misaligned signals also gets stable, and the difference becomes 0.

As mentioned before, $S_i$ represents a set of nodes whose signal may be misaligned, but in the Gaussian randomization, this constraint is relaxed. Therefore, the actual number of misaligned signals is less than $|S_i|$, especially when $|S_i|$ is large, as shown in Fig. 5.

F. Simplified iteration

To reduce the computation cost, here we exploit a simplified iteration, starting with an empty $S$. This corresponds to the initial solution of the zero-forcing based method, where all signals are aligned to the same magnitude. In Algorithm 1, with a fixed $|S|$, $a$ and $S$ are alternatively computed until the process converges, which is time consuming. In comparison, here, for each $|S|$, $S$ is decided by $a$, and then $a$ is updated.
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At the beginning of next iteration, \(|\mathcal{S}|\) is increased by 1 and \(\mathcal{S}\) is adjusted, based on which \(a\) is updated again.

**Algorithm 2** Find optimal parameters in single iteration.

1. **procedure** FINDOPTPARAMSIMPLEITERATION\((\{h_k\})\)
2. \(|\mathcal{S}| \leftarrow 0\)
3. Initialize \(a^0\) with randoms, \(a^0 = a^0, A^0 = a^0(a^0)^H\)
4. Compute \(H_k = h_kh_k^H\) for each node \(k\)
5. for \(t = 1, 2, \ldots \) do
6. Sort nodes in the ascending order of \(||a^{t-1}Hh_k||\)
7. Select top \(|\mathcal{S}|\) nodes as \(\mathcal{S}\)
8. Compute subgradient \(\partial||A^{t-1}||_2\)
9. Compute \(A^t\) by \((12a)\) using CVX
10. Decompose \(A^t\) as \(U_1\Sigma U_1^H\)
11. Compute \(a^t = U_1\sigma_1(\Sigma^{1/2})\)
12. if \(||a^t - a^{t-1}||/||a^t|| \leq \varepsilon_{th}\) then
13. break \(\triangleright \) Stop iteration
14. end if
15. \(a_j = U_1\Sigma^{1/2}n_j, n_j \in \mathcal{C}N(0, I), j = 1, \ldots, L\)
16. Normalize \(a_j = \frac{a_j}{\sqrt{\min|U_1^n|^2 h_k}}\) \(\triangleright \) s.t. \((7c)\)
17. for \(j = 1, 2, \ldots, L\) do
18. Compute \(b_k\) by \((6)\), \(k = 1, \ldots, K\)
19. Compute MSE\(_j\) in \((3)\) by using \(a_j\) and \(b_k\)
20. end for
21. Find optimal parameter, \(a^t = \arg\min_{a_j} \text{MSE}_j(a_j)\)
22. Increase \(|\mathcal{S}|\) by 1
23. end for
24. return \(a^t\) and MSE\((a^t)\)
25. **end procedure**

The whole procedure is shown in Algorithm 2. \(|\mathcal{S}|\) is initialized to 0 (line 2). At the end of each iteration, \(|\mathcal{S}|\) is increased by 1 (line 22), and the misaligned signals will be selected at the beginning of next iteration (line 6-7). Solving the problem by CVX (line 8-11) and Gaussian randomization (line 15-21) are the same as in Algorithm 1.

It should be noted that the approximate MSE in \((12a)\) varies with the size of \(\mathcal{S}\), and \(a^t\) after Gaussian randomization also changes per iteration. In comparison, \(\tilde{a}^t\) before Gaussian randomization is relatively stable, decided by \(h_k\), and gradually converges in a certain range. Therefore, the end of the iteration depends on the convergence of \(\tilde{a}^t\). At each size of \(\mathcal{S}\), the CVX operation is called only once. To improve system performance, Gaussian randomization is invoked in each iteration, and \(a^t\) after Gaussian randomization is used for selecting nodes to form \(\mathcal{S}\) for the next iteration.

1. **Numerical results:** Using the same setting as in Sec. IV-E1, we investigate how the iterate converges. Fig. 6 shows the iterative process. Both Sig MSE and Noise MSE gradually converge, so do their sum, the overall MSE in \((3)\). Here, we also show \(||\tilde{a}^t - \tilde{a}^{t-1}||\), the difference of parameters between adjacent iterations (VarInA in the figure). It is clear that this difference approaches 0 in a certain range.

G. Analysis of complexity and optimality

1. Complexity: The computation mainly occurs in three places. The first one is the SDR by CVX. Its computation depends on two parameters, the number of nodes \(K\) and the number of antennas \(N\). The computation cost of each CVX is \(O(\max\{K, N\}^4N^{1/2}\log(1/\epsilon))\) [40], where \(\epsilon\) represents the solution accuracy. It is \(O(K^4N^{1/2}\log(1/\epsilon))\) when \(K \geq N\). The second one is singular value decomposition (SVD) on the \(N \times N\) matrix \(A\), and the computation cost is \(O(N^3)\). The third one is the Gaussian randomization, and the computation cost is \(O(LK)\), where \(L\) is the number of candidates of \(a\).

In Algorithm 1, with a given \(|\mathcal{S}|\), the CVX operation is repeated for a number \(f(\varepsilon_{th})\), depending on \(\varepsilon_{th}\). Because FindOptA is invoked for \(K\) times, the overall computation cost is \(O(K^5N^{1/2}\log(1/\epsilon)f(\varepsilon_{th}))\) when \(K \geq N\).

In comparison, Algorithm 2 has only one loop, and its computation complexity is \(O(K^4N^{1/2}\log(1/\epsilon)\min\{K, f(\varepsilon_{th})\})\) when \(K \geq N\).

The zero-forcing (ZF) method corresponds to the special case where \(\mathcal{S}\) is an empty set in \((12a)\), as follows,

\[
\min_{A} \sigma^2\text{Tr}(A) + \rho \cdot (\text{Tr}(A) - ||A||_2), \quad (13a)
\]

s.t. \(\text{Tr}(AH_k) \geq \frac{1}{P_{\max}}, \forall k\), \( (13b)\)
which is solved by FindOptA in Algorithm 1. Its complexity is $O(K^4N^{1/2}\log(1/\epsilon) f(\varepsilon_{th}))$ when $K \geq N$. Therefore, Algorithm 2 almost has the same complexity as the ZF method.

2) Optimality: With a given $S$, the solution of $A$ by CVX is optimal. But for $a$, its result is optimal only if $A$ has a rank 1, where $\text{Tr}(A) - ||A||_2 = 0$. In the optimization, $\text{Tr}(A) - ||A||_2$, as a part of the overall metric, does not always reach 0. So the result of $a$ is not optimal, but approaches the optimum.

The selection of $S$ depends on an initial $a$ (which is also the case in ZF). This makes the result depend on the initialization. Gaussian randomization helps to alleviate this problem.

When $N = 1$, both $a$ and $h_k$ are scalar, and (10a) becomes

$$\|S_i\| + |a|^2 \left( \sigma^2 - P_{\text{max}} \sum_{k \in S_i} |h_k|^2 \right).$$

Let $|h_k|$ be arranged in the ascending order. Because $|S_i| = i$, the problem $P_3$ is approximated as

$$\min_{a,i} \left( |a| + 2 \left( \sigma^2 - P_{\text{max}} \sum_{k=1}^{i} |h_k|^2 \right) \right),$$

s.t. $|ah_k|^2 < \frac{1}{P_{\text{max}}}$, $k = 1, 2, \ldots, i$, (15b)

$$|ah_k|^2 \geq \frac{1}{P_{\text{max}}}$, $k = i + 1, \ldots, K$. (15c)

Its solution can be easily computed.

In the case of a single antenna, the optimal MSE has a closed form [16]. The optimal MSE, approximate metric in (15a), and the actual MSE under the approximation, are shown in Fig. 7. Although the approximate metric tends to be greater than the actual MSE, the actual MSE is very close to the optimal value.

When there are more than 2 antennas, $|a^H h_k|$ cannot be separated as $|a||h_k|$ and there is no simple optimal solution. Here, we use random seeds to initialize $a$ and see how MSE varies in Algorithm 2. Assuming the minimal MSE ($\text{MSE}_o$) under all seeds is optimal, we will examine how each MSE deviates from this optimum. The normalized deviation of MSE is computed as $\delta_{\text{MSE}} = \text{MSE} - \text{MSE}_o$/$\text{MSE}_o$, and the probability $p(\delta_{\text{MSE}} < x)$ is shown in Fig. 8, with $x$ as the horizontal axis. Here, 50 network topologies, each with 100 seeds, are used in the evaluation. When the number of antennas is 5, 50% of MSE deviates from the optimum by less than 10%, and 74% of MSE deviates by less than 20%. When the number of antennas is 10, 70% of MSE deviates by less than 20%. This confirms that Algorithm 2 converges towards the optimum with a high probability, with the help of Gaussian randomization.

V. SIMULATION EVALUATION

The proposed Miso method is evaluated by Monte Carlo simulation. Fig. 9 shows the evaluation scenario. Unless specified otherwise, 50 nodes are randomly distributed in a square area of 200m x 200m, and the sink is located at (100, 0), the middle of the bottom edge of the square. Antenna height is 1.5m, the same for all nodes and the sink. The 2.4GHz frequency band is used. A hybrid free-space/two-ray path loss model is assumed, the channel gain without fading is -80dB at a distance of 90m and the power amplification at the sink is 70dB. Block Rayleigh fading is assumed for each link. Parameters in the optimization are set as follows: $P_{\text{max}} = 10$, $\epsilon = 0.1$, $\varepsilon_{th} = 0.001$.

The proposed Miso method (Algorithm 2) is compared with Algorithm 1, the antenna selection (AntSel) method [16] and the zero-forcing (ZF) method [14]. The MSE difference between Algorithm 1 and Algorithm 2 shows the cost of
improving the computation speed by the simplification in Algorithm 2. As for AntSel, single antenna AirComp is performed for each antenna at the sink, and the antenna that leads to the minimal computation MSE is selected.

A. Deciding parameters

First, we investigate the impact of parameter $\rho$. Fig. 10 shows how MSE varies with $\rho$. When $\rho = 0$, the constraint $\text{rank}(A) = 1$ is neglected in the optimization, and MSE is relatively large. When $\rho$ is greater than 0.5, there is no significant change in MSE. Hereafter, $\rho$ is set to 1.0.

Gaussian randomization plays an important role in finding the optimal $a$ and avoiding the local optimum. Fig. 11 shows how MSE varies with the number of Gaussian randomization candidates. Obviously, when the number of nodes increases, more candidates will help to reduce MSE. Hereafter, the number of candidates is set to 500.

B. Impact of the number of antennas

We first evaluate the impact of the number of antennas at the sink. Fig. 12 shows the computation MSE with respect to the number of antennas. Generally, as the number of antennas increases, the computation MSE decreases in all methods. When the number of antennas is small, even AntSel, with simple antenna selection, outperforms ZF. This is because ZF tries to align magnitude of all signals and its performance is limited by the weakest link. When the number of antennas gets greater than 9, ZF starts to outperform AntSel, benefiting more from the increase of antennas than AntSel. Miso almost always outperforms AntSel by exploiting multiple antennas, and has a large gap compared with ZF by allowing signal misalignment in the optimization. Miso (Algorithm 2) is a little inferior to Algorithm 1, as a result of simplifying the computation. But the performance difference is small when the number of antennas is large.

Fig. 13 shows the cumulative distribution function (CDF) of computation MSE when the number of antennas is fixed to 8. Under this setting, the difference between Miso and Algorithm 1 is very small. On average, Miso reduces the computation MSE by 47.9% compared with ZF, by 43.6% compared with AntSel.

Fig. 14 shows average transmission power with respect to the number of antennas. Each node consumes a little more power in Miso than in AntSel, and consumes least power in ZF. When the number of antennas is fixed to 8, average transmission power in Miso is increased by 12.2% compared with AntSel, by 70.5% compared with ZF. This is affordable, considering that Miso greatly reduces the computation MSE. Algorithm 1, with better MSE performance than Miso, also requires larger transmission power.
C. Impact of the number of nodes

Next we investigate the impact of the number of nodes, using the same setting as in Fig. 9 except that the number of nodes is changed.

With the increase of nodes, more weak links will appear, and unsurprisingly, the overall MSE increases with the number of nodes. But the trend changes when it comes to the average MSE per node (defined as overall MSE divided by the number of nodes), as shown in Fig. 15. Here, average MSE per node first decreases and then increases in ZF, because with more nodes, the probability of very weak links increases. In comparison, in AntSel and Miso, the average MSE per node always decreases with the increase of nodes, because on average the percentage of nodes with weak links is low. As the number of nodes increases, signals are aligned to a smaller magnitude. Accordingly, the average transmission power decreases in all methods, and the difference between Miso and AntSel also decreases, as shown in Fig. 16. These results confirm that the proposed Miso method scales better with the number of nodes than other methods.

D. Accuracy of approximation model

With $K = 50$ nodes and $N = 5, 8$ antennas, we investigate the distribution of signal magnitude to see the accuracy of the approximation in (9). The CDFs are shown in Fig. 17. Most of the signal magnitude (60.1% at $N = 5$, and 57.4% at $N = 8$) are aligned to 1. When also considering distorted signals, signal magnitude is greater than 0.8 with a probability 0.727 at $N = 5$ and $N = 8$, and greater than 0.5 with a probability 0.876 and 0.892 at $N = 5$ and $N = 8$, respectively. At $N = 5$, among the distorted signals, 68.8% signals have a signal magnitude in the range $(0.5, 1)$, and only 15.2% signals have a signal magnitude less than 0.3. This indicates that the approximation in (9) is relatively accurate, but there is still room for further improvement.

E. Impact of noise power

Noise power greatly affects the performance, and its impact on MSE is shown in Fig. 18. Generally, the difference between Miso and ZF increases with noise power. When the noise is very small, the difference almost disappears. This is because Miso tries to take a tradeoff between signal distortion and noise power by applying the Rx-scaling parameter, and the effect of this tradeoff decreases with noise power. At very large noise levels, the AntSel method starts to outperform Miso. In the normal range of noise power, Miso achieves the best performance.

F. Results when sink is at the center

In the above evaluation, the scenario in Fig. 9 is used, where the sink is located at the edge. Next, the sink position
is changed to the center of the experiment area, and the performance is evaluated again.

Fig. 19 shows how MSE varies with the number of antennas. Compared with Fig. 12, it is clear that the performance of MSE reduction gets more obvious. This is because when the sink is at the center, the variation in channel gains of different nodes tend to be smaller compared with the case where the sink is located at the edge. The impact of the number of nodes in Fig. 20 shows a similar trend, when compared with that in Fig. 15.

VI. CONCLUSION

To better exploit multiple antennas at the sink for AirComp, this paper studies allowing misalignment in signal magnitude to minimize the overall computation MSE involving both signal misalignment and noise. This is achieved by explicitly selecting a set of nodes whose signals may be misaligned, to improve the quality of other signals. The optimal parameters for transmission power control at each node and receiving at the sink are found by an iterative method, and the set of nodes whose signals may be misaligned is updated per iteration, which allows a joint optimization with other parameters. In addition, the iterative process is refined to reduce the computation time.

This paper approximates the problem of minimizing computation MSE in the multi-antenna scenario to a tractable one, which introduces model error as well. In the future, we will further improve the accuracy of the approximation model.
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